
IE 512 Graphs, Networks, and Algorithms

Homework 6 Solution

Solution 6.1

(a) Let xi ∈ {0, 1} be whether an actor i is in the cast or not, and yj be whether an investor j is funding
the movie or not. Then, the total profit is −

∑n
k=1 sixi +

∑m
j=1 pjyj . And we need to make sure that

if investor j is funding, that all Lj actors are casted: yj ≤ min{xi}i∈Lj
. This condition can be turned

into |Lj | linear inequalities as follows.

maximize −
n∑

i=1

sixi +
m∑

j=1

pjyj

subject to for all j, yj ≤ xi, ∀i ∈ Lj

xi ∈ {0, 1}, ∀i
yj ∈ {0, 1}, ∀j

(b)

maximize −
n∑

i=1

sixi +

m∑
j=1

pjyj

subject to for all j, yj ≤ xi, ∀i ∈ Lj

0 ≤ xi ≤ 1, ∀i
0 ≤ yj ≤ 1, ∀j

(c) Let p∗ = (x∗, y∗) be the optimal solution to the LP relaxation and define c properly such that cT p
is the objective function for p = (x, y). For proof by contradiction, suppose that p∗ has fractional
entries, and let A be the value of the largest fractional entry of p∗. Define two vectors p0 and p2 as
follows. p0 is the vector you get by setting all fractional entries of p∗ to zero. p2 is the vector you get
by multiplying all fractional entries of p∗ by 1/A.

By construction, p0 is still feasible, since if there was a fractional x∗i , then all the corresponding j’s
such that i ∈ Lj should have yj equal to zero or fractional value. Similarly, p2 is still feasible. Let
q = p∗ − p0. Then,

p0 = p∗ − q

p2 = p∗ + (
1

A
− 1)q

Now we show the contradiction to the supposition that p∗ is the optimal solution. If cT q is positive,
then cT p2 > cT p∗. Hence, p∗ cannot be an optimal solution. If cT q is negative, then cT p0 > cT p∗.
Hence, p∗ cannot be an optimal solution. If cT q is zero, then cT p0 = cT p∗. Hence, there exists an
optimal integral solution p0.
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(d)

minimize

n∑
i=1

ui +

m∑
j=1

vj

subject to ui −
∑

j:i∈Lj

zij ≥ −si

vj +
∑
i∈Lj

zij ≥ pj

0 ≤ zij , ∀j,∀i ∈ Lj

0 ≤ ui, ∀i
0 ≤ vj , ∀j

Solution 6.2 Given a primal LP

maximize a1z1 + · · ·+ anzn

subject to Di1z1 + · · ·+Dinzn ≤ di, ∀i ∈ I

Dj1z1 + · · ·+Djnzn = dj , ∀j ∈ E

zk ≥ 0, ∀k ∈ N

(a) Change the equality constraints into inequality constraints:

maximize a1z1 + · · ·+ anzn

subject to Di1z1 + · · ·+Dinzn ≤ di, ∀i ∈ I

Dj1z1 + · · ·+Djnzn ≤ dj , ∀j ∈ E

−Dj1z1 − · · · −Djnzn ≤ −dj , ∀j ∈ E

zk ≥ 0, ∀k ∈ N

Split variables without non-negativity constraints into sum of two variables:

maximize
∑
k∈N

akzk +
∑
k/∈N

ak(z
+
k − z−k )

subject to
∑
k∈N

Dikzk +
∑
k/∈N

Dik(z
+
k − z−k ) ≤ di, ∀i ∈ I

∑
k∈N

Djkzk +
∑
k/∈N

Djk(z
+
k − z−k ) ≤ dj , ∀j ∈ E

−
∑
k∈N

Djkzk −
∑
k/∈N

Djk(z
+
k − z−k ) ≤ −dj , ∀j ∈ E

zk ≥ 0, ∀k ∈ N

z+k , z−k ≥ 0, ∀k /∈ N

(b) Write the dual LP with variables {wj}w∈I , {w+
j }j∈E , {w

−
j }j∈E :

minimize
∑
k∈I

dkwk +
∑
k∈E

dk(w
+
k − w−k )

subject to
∑
k∈I

Dkiwk +
∑
k∈E

Dki(w
+
k − w−k ) ≤ ai, ∀i ∈ N

∑
k∈I

Dkjwk +
∑
k∈E

Dkj(w
+
k − w−k ) ≤ aj , ∀j /∈ N

−
∑
k∈I

Dkjwk −
∑
k∈E

Dkj(w
+
k − w−k ) ≤ −aj , ∀j /∈ N

wk ≥ 0, ∀k ∈ I

w+
k , w−k ≥ 0, ∀k ∈ E
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(c) By setting w+
k − w−k = wk, this can be further simplified as:

minimize
∑
k∈I

dkwk +
∑
k∈E

dkwk =
∑
k

dkwk

subject to
∑
k

Dkiwk ≤ ai, ∀i ∈ N

∑
k

Dkjwk = aj , ∀j /∈ N

wk ≥ 0, ∀k ∈ I

Solution 6.3

(a)

minimize
∑

(i,j)∈E

cijyij

subject to yij − (xj − xi) ≥ 0 , ∀(i, j) ∈ E and i 6= s, j 6= t

ysj − xj ≥ 1 , ∀(s, j) ∈ E

yit + xi ≥ 0 , ∀(i, t) ∈ E

yij ≥ 0 , ∀(i, j) ∈ E

(b) Consider any path p = (s, i1)(i1, i2) · · · (ik, t) from the source to sink. The constraints for the dual
problem implies that∑

(i,j)∈p

yij = ysi1 + yi1i2 + · · ·+ yikt ≥ 1 + xi1 + (xi2 − xi1) + · · ·+ (xik − xik−1
)− xik = 1 .

(c) Consider a cut (S, Sc). For all i ∈ S set xi = −1 and for all j ∈ Sc set xj = 0. Also let yij = 1 if i ∈ S
and j ∈ Sc, and yij = 0 otherwise. Then, it follows that the value of the objective function is the cut
value. Also, this solution obeys the feasibility in the dual constraints.
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